
CONCEPT OF ENTROPY 

Definition of entropy from the efficiency of Carnot's engine: 
Based on second law, we define a new thermodynamic property 

called entropy. We express the efficiency of a heat engine by the following 

expression. 
W TT 

T2 
W a-a, 

Neglecting the signs of heat quantities it may be said that W is equal to 

the algebraic sum of Q, and Q,. Therefore, 
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We know 
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This tells that in a reversible cycle sum of (Q/T) terms is equal to zero 

This is stated as 
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Ne anow that the cyclic integral af an exact diferentiai s Za 

as derncted as d3 

tiai is zero 
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Ss called the entrany tisa state oraperty fs, is the 
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entropy of 

-313 

Ss antrogy change it does nat depend upon the path in which tha 

system undergces the change t depends upon the initial and fina 

states snly Entropy is an extensive praperty similar to internal energ 

Cefiniticn: 
tis difficult ro define the actual entrapy of a system It is mare 

nvenient ta define the change sf entropy during a change of state 

an ange sf entrapy18) af a system is defined as the integral of a 
he rerms invglving neat change ) divided by the absolute temperature 

uring ach nfinitesimaily small change of the process carried out 
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nits of entropy 
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Substitutng this value of dE in equation (4) 

P 
dV dV 

dS C dT 

P Con E 
dV dV dS:dT. 

T 

Su 

E 
dV 

dS-dT P+ 

At constant volume dV = 0 

dT &dS 
T 

stan 
This relation gives the entropy change of the system at constan 

volume 

At constant temperature dT = 0 

dS, 0 P 

From this expression we can get the folowing equation 

v 
This relates entropy change with volume at constant tempetature 

S coeffi cient of expansion and is coefficient of compressiht 
y 

Entropy as a Function of P and T 

Consider the general expression for the change in entroru 
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(4) 
dS-dE-dV 

T T 
P 

Consider also the definition of enthalpy 1t 

E H PV; dE = dH PdV- VdP 

Substituting this value of dE in equation (4) 

dH 
dS 

(5) 
dP 

T 

If we consider enthalpy as a function of temperature and pressure 

H . 
aH 

dH CpdT| dP 
ar) di 

P 

Substituting this value of dH in (5) 

C 
dS=dT+ 

T 

-v dP 

At constant pressure dP = 0 

AS: Cp In 2 

T 

This equation relates entropy change with temperature, at constant 

pressure. 

At constant temperature the above equation(6) reduces to 

- VaX 
dS -V a dP; P 

V is molar volume and a is coefficient of expansion 

Temperature Dependence of Entropy: If we keep the pressure 

and volume as constants, the entropy of the system changes with 

temperatkre. At constant volume. 

ds dT 
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and at constant ds 
1 

S 

C T 
OT 

AS 

Therefore Cy 
En 

Entropy change in ideal gases 

Entropy change in isothermal expansion of an ideal . 

From First law 

W al gas 
AE = Q - WV 

In an isothermal reversible expansion of an ideal gas AE = 0 

re W =0; i.e., a, W S 
rev 

We know work done in such a case 

V2 
W nRT In Q, nRT In 

V 
rev 

V 

Dividing through out by T nR In 
V. 1 

But by definition AS AS = = nR In 

Entropy change when V and T are the variables 
The general expression for the entropy change of any systemt give below. 

1 P 
dSdE dV 

T (4) T 

For an ideal gas dE = CdT 
P dS dT+-dV 
T 

For one mole of an ideal gas P = RT/V. 
Substituting this value of P in the above equation 

dSdT-d 
T V 

Integrating this equation between limites 
Cy 

- dT+R v.d 
V 

dS 



79 

S CIn R In 
V, 

Entropy change when P and T are the variables 

We know, from definition E = H -PV 

dE dH-PdV- VdP 

Substituting this value of dE in equation (4) 
P 1 

dS -(dH-PdV - VdP,+-d 

1 
dS- dH - - dP 

T T 

For and ideal gas dH = C.dT; 

V 

dS-CdT -dP 
T T 

For one mole of an ideal gas V RT/P 

R 

dS-CpdT -
P 

dP 

ntergrating between limits 

P. 
2 R In 

P 
AS CIn 

T 

Summary : Entropy changes in isothermal (constant temperature) 

processes 

V 
or) AS, R In 2.303 R log 

V. V 

P P ,= R In 2.303 R log 

P2 P 
Entropy changes in isobaric (constant pressure) processes 

S, CIn (T,/T,) = 2.303 C,log (TT) 
Entropy changes in isochoric (constant volume) processes 

s C In (T/T,) = 2.303 C log (T/T) 
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Entropy of mixing of ideal gases: 

Consider the expression for the entropy change of an idea ideal ge 

R 
dSdT +- dV 

V T 

General integration of the above gives 

S C In T+R In V + 

S, is the integration constant 

Now consider a number of ideal gases placed in a vessel separatelv 

using partitions. Let n, be number of moles of the gas i and V, be it 
volume. If the gases are at the same temperature, the total entropyis 

given as 

(8) S, 2n, (CIn T+ R In V+S) 
If the partitions are removed, the gases mix together. Now the volume of 

each gas is the total volume. The total entropy after mixing, is given as 

(9) SEn, (C In T R In V+ S) 

If the gases, before mixing were at the same pressure 

V 

n is the total number of moles. X is the mole fraction of i the gas, 

Rearranging 
V, XV 

Substituting this value of V, in (8) 

S, 2n, (Cn T R In X+R In V* S) (10) 
The increase in entropy due to mixing of gases is obtained as 

SSS, (9)- (10) 
.e., AS - REn, In X, 

For one mole of the gases 

AS -R -In X = -R EX In X 

For two gases the above equation becomes 

ASR(X, In X, +X, In X) 
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This relation gives the entropy of mixing of ideal gases for one 

mole The mole fraction of a gas in a mixture is always less than onie. So 

In X, is negative and entropy of mixing is positive. The mixing of two or 

more gases is accompanied by an increase in entropy. The above 

equation is also valid for mixing of ideal liquids and solid solutions. 

Entropy changes and reversible process 
Let us take isothermal expansion of an ideal gas at constant 

teperature is vacuum from a volume V, to a volume V, This process Wil 

be spontaneous (irreversible). Since there is no opposing force the 

work done by the system (W) will be zero. Since the process 
is isothermal AE = 0 

According to first law AE =Q-W 
Since AE and W are zero Q 0 

This means that in this process no heat is absorbed or evolved 

i.e., no heat is removed from or supplied to the surroundings i.e., 

ASu 0 

For the above process, AS is given by ASvsR In 
sys 

V 

Total AS = AS* AS R in 
V 

ur 

Since the process is an expansion process V,> V, 
ASTotal 0 

i.e, During the spontaneous (irreversible) isothermal expansion of 
an ideal gas results in ån increase in the total entropy of the system and 

ts surroundings taken together. 

Now let us take the isothermal reversible expansion of an ideal 

gas at constant temperature from a volume of V, to a volume of V,. 

Here WPA V. In this case also A E = 0 According to first laww 

AE Q-W = 0. So a = W. So ASvs eT 
i.e., the entropy of the system will increase 

The surroundings will lose an amount of heat equivalent to Q 

So AS -QT 

i.e.. the entropy of the sorroundings will decrease 



Therefore the total change i htropy botn s 

surfoundings 

s no thange in the total snfropy he s/sterh an 's 

faven togother To surn up for an irro/ats1le prhc44s 

AS 

uting a rayersible 13oth ermal an310 3 aa 

For a raversibie process 

AS t AS ASe 
Entropy thanges in physital state 

When there is a thango in a system, fhs nfropy hange gvsr 

the following expression 

AS 

For an isotherrmal transformhation T 13 onstant 

( 
AS AS 

fwe know ths favers1le heat can an 1tharmal 
transfornation, AS ca be caltulated by tha ar /s apas$51 

Evaporation of a licquicd at its normal titifing print i an tn pla f isothermai transfrnation This pha$ char 1s harly a fayar s1l transformation Further it takes placa at cohstart prass fha haat absorbetd is equal t enthalpy thang 

AI, 
Since we consicher the process 1s reversthia tr Aftr ah g f evaporation of one mole tf the ituis r/a as 
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Here H, is the heat of vapourisation and T. is the normal boiling point of the liquid. 

Another example of isothermal transformation is fusion of a solid. 
By similar arguments we can show the entropy change of fusion of a 
solid is given as. 

AH 
AS,- 

AH is heat of fusion and T is the melting point. 
TROUTON'S RULE: X 
Trouton's rule states that the entropy of vapourisation of many liquids at their normal boiling point has approximately the same value. 

AS21 e.u. I mole (1Cal/ degree = 1e.u) 

21 e.u. I mole 

T 
Associated liquids like water, alcohols and amines do not obey 

Trouton's rule. Also liquids with low boiling points do no obey this rule. 

Trouton's rule is useful to calculate the approximate heat of 

vapourisation from the boiling points. 

Physical significace of entropy 
Entropy-a measure of unavailabel energy: 
According to second law heat can not be completely converted into 
work. That means 'a certain amount of heat is not available for 
converting into work. Entropy is a measure of that unavailable 

energy. 
i) EntropPy-a measure of disorderliness in a system: 

Let us consider some spontaneous processes like diffusion of 
one gas into another or flow of heat from a hot end to a cold of a 

metal bar etc. In all these spontaneous proceses there in an 
increase in disorderliness or randomness of the molecules 
constituting the system. We also know that for spontaneous 
processes the entropy increases. Thus entropy is a measure of 

disorderliness of the system. 
For example the entropy of water will be more than that of ices. The 

entropy of steam at 100°C will be more than water at 100C. Tte 
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entropy of closely packed metals wil be more than that of . 

crystals Because randomness or disorderiiness increases 
a 

c 

of covaie 

go from ice to water or from water at 100 C to steam at 10 

ii) Entropy a measure of probability 
A spontaneous process atways proceeds from a less proh ss 

state to a more probable state This is qute natural we have aireae 

seen that spontaneous process is always accompanied b 
increases in entropy Thus entropy may be taken as a measure ee 

probability of a thermodynamic state 

from covalent crystals to ciose packed metais 

bati 
reat 

CLAUSIUS INEQUALITY 

dy 0 in a revers ible cycle 

d9 
0 But in an irreversibile cycle 

Let a system go from state I to state II irreversibly and returns back to initial state reversibly The this cycle is known an irreversibie cycle For such an irreversible cycle 

d9 

But <0 

de <0 o 

d 
.dS0 of 

The first term is the sum of da/t terms tor an ttieversible change The second term is the change in entropy for the same change but eversible tashion 

pr an nfinitesimally smali change dS 0 
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s
 clausius inequ ality. 

T
he entropy change 

in an irreversible change is greater than the sum
 of dq/T term

s. 

T
he C

lausius 
inequality can 

be 
directly 

applied to 
changes 

in 

isolated system
. 

F
or 

a change in isolates system
 dq=

0. 
d

s
>

 0 
So, entropy increases during change 

in 
a
n

 isolated system
. 

W
hen equillibrium

 is established it reaches a m
axim

um
 value. S

uppose 
w

e consider the universe as an isolated system
, according to clausius 

inequality the 
entropy of the unversse is increasing. 

T
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is 
another 

statem
ent of second law

 of Therm
odynam

ics. 
E

N
T

R
O

P
Y

 
A

S 
A

 C
R

IT
E

R
IO

N
 

O
F 

S
P

O
N

T
A

N
E

o
U

S
 

A
N

D
 

EQUILIBRIUM
 PR

O
C

ESS IN ISOLATLED SY
STEM

S 
(C

riteria/ condition for a reversible and spontaneous process in 
term

s 
o

f e
n

tro
p

y
) 

: 
R

ev
ersib

le 
ch

an
g

e 
sh

o
u

ld
 

tak
e 

p
lace 

u
n

d
er 

equilibrium
 conditions. 

Since present equilibrium
 in a change cannot 
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g
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change is tak
en

 as th
e condition for equilibrium

. 

rev 
d

S
 =

 

TdS re
v

 

T
his 

is 
th

e conditions for 
equilibrium

 in 
a 

state. 
In 

a 
irreversible 

change, th
ere is no equilitbrium

. 
It tak

es p
lace sp

o
n

tan
eo

u
sly

. T
herfore 

the condition for 
an 

irreversible ch
an

g
e 

is 
taken as the condition for 

spontaneity. 

dS
 

TdS 
rr 

T
he above tw

o conditions for
equilibrium

 and sp
o

n
tan

eity
 are stated

 as 

T
d

S
q

 
A

c
c
o

rd
in

g
 to

 first la
w

.q
 =

 d
E

 
+

 w
, T

d
S

 >
 d

E
 +

 W
 

-

dE -w
 +

 T
dS>0, 

dE
 P

p
 dV 

d
u

 
+

 T
dS

 >
 0 



C
E

 
I
s
 

t
h

e
 

w
o

rk
 

d
o

n
e
 

o
th

e
r 

th
a
n

 
w

o
rk

 
o

f 
e
x

p
a
n

s
I
o

n
 e

rm
s
 

T
h

e
s
e
 

of 

a
r
e
 

entropy 
c
o

n
d

tio
n

s
 fo

r eq
u

ilib
riu

m
 a

n
d

 
s
p

o
n

t
a
n

i
e
t
y

 
i
n

 
a 

s
v

s
te

m
 in term

s 
o

e
O

p
y

 

c
O

 
AD 

8
6

 
th

e 

of hea 
agre 

i
r
d

 la
w

 n
f
 th

e
rm

o
d

v
n

a
m

ic
 



{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }

